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ORDER STATISTICS FROM
INVERSE RAYLEIGH CISTRIBUTION

M. M. Ismail
Department of Statistics, Faculty of Commerce,

Al-Azhar University, Girls Branch.

Abstract

This paper develops the single and product moments of order
statistics from inverse Rayleigh (IR) and doubly truncated IR dis-
tributions with some recurrence relations. Finally we use some of
these relations to characterize the IR distribution.

Keywords: Inverse Rayleigh (IR); order statistics; truncated (R
distributions.

1. INFRODUCTION

Order statistics arise naturally in many real-life applications involving data relating to
life testing studies. The order statistics and its moments have assumed considerable
interest in recent years; see for example, David (1981), Amold et al. (1992) and
Balakrishnan and Cohan (1991), Pickands (1975) and Childs et al. (2000) have derived
the higher-order moments of order statistics from power function distribution and Pareto
distributions, respectively. For extensive survey of moments of order statistics, see
Balakrishnan and Sultan (1998) have studied order statistics and its properties from
exponential distribution. Balakrishnan and Chan (1998) have discussed linear estimation
for log-gamma parameters based on order statistics. Balakrishnan and Aggarwala
(1998) have obtained the single and double moments of order statistics from generalized
logistic distribution. They also applied their results to draw inference. Masoom and
Umbach (1998) have drawn optimal linear inference by using selected order statistics in
location-scale model. Khan et al. (1983) and Ali et al. (1998) have established some
recurrence relations for the single and product moments. Voda (1972) proposed the
following function as a model in reliability theory

_a P
RX)=1-e*Y axfg>0,

when he take § =2 and o =0, obtain the reliability function, distribution and probability
density functions of the inverse Rayleigh distribution which given by,

Rx)=1-¢"

Fy=e %, (1)



and

f(x) =2e*’"’ 8, x>0 (12)
X

from (1.1) and (1.2), we have

70 =2 F,
X

Yoda (1972) presented properties of the maximum likelihood estimator 6 of the
parameter & of the inverse Rayleigh distribution. Gharrph (1993) made comparisons of
estimators of location measures of the inverse Rayleigh distribution with some applicat-
ions in the reliability studies. The inverse Rayleigh distribution provides a good fit to
several life data.

Let Xy <x2) < ... <xpy be the order statistics of a sample of size n from IR
distribution given in (1.2). Then, the probability density function of the ¢ order
statistic x), say x..,, r = 1, 2,. . ., nis given by David (1981)

P — )'[F(x)]"' [-F&]™ f(x), ~@<x<e

(r-D¥n-r

- nl 20 o [l—e""z I’“’
(r-nin-ntx? '

x>0 (1.3)
The joint density function of x4) and x; (I <r < s <'n) is given by David (1981)
n
(r-D(s-r-n-s)
[FO) -FOI" ' I-FWMI"™ f(0)f(»), —o<x<y<w
= n! e-a/,‘ 46? —rg1x*
Cr-Dis-r-NYn-sx’y’
(e-OIyz _e-O/:‘ )""' (l _e-wyz )v-x , 0<x< y<w (]4)

The doubly truncated IR distribution may be used to describe some phenomena that

depend on time start from ¢, = 0. The probability density function of the doubly
truncated IR distribution may be written from (1.2) as

fr,.l;n(x’y) = [F(x)]r—l

3
g(x)=2Ug+;e'””', v<x<u, 6>0 (1.5)
where
U=e® and V=e?%, {1.6)
with distribution function given by
1 :
G = ~-0/x - V , .
@)= -v) &)
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where U and V are given in (1.6), then from (1.5) and (1.7), we have
20 :
g(x) =F(G(x) +V), (1.8)

Then the probability density function of the ™ order statistic in a sample from the
doubly truncated IR distribution may be written as

n! r-tr] _ n-r
g, . (x)= m[G(x)] [1-G(x)]"" g(x)
n 20/x*

T - UV e e ) V- ucxey (19)

The joint probability density function of x) and xi) (1 <r<s<n) is given by
n! 49> 0¥ g0
r-Dis—-r-Dim-s) 2y (U-V)"
(e"""l - V}_I (e"”"2 e )H_l (U - }H, vex<sy<u (L.10)
In section (2) we establish some new recurrence relations for the single and product

moments of order statistics in the non-truncated and truncated cases; we use some of
these relations to give conclusion and remarks in section 3.

gr,s.n (x’ y) =

2. MOMENTS OF ORDER STATISTICS

In this section, we establish some new recurrence relations for the single and product
moments of order statistics from IR distribution. By using (1.3), the single k™ moment

u® . (1 sr<n k=012,..) is given by

! - 2 Y -r
:') - n ' 20 ' J'xA—J e—ralx (l _e—le )' dx,
(r-Nn-r);
&)

while the single k™ moment s® (1 <r<n, k=012,..) of order statistics from the
doubly truncated IR distribution using (1.9) is given by

Hon = l)!';!n “lU EBV)- ]"” et e v - e @y

where U and V are given in (1.,6).

th
Similarly the product (k,,k,) moment yﬁf,‘;,f” of xp) and x5, ki k2=0,1,..., 1
<r < s £n may be written from (1.4) as

. nl (46%)
Hrsn - (r - ])!(s -r- l)!(n

(é_g/,-’ _e )""‘ (] _e )'_" dydx 2.2)

0w
-3 k-3 =91yt 91}
' x1y* e e
) L




(k.ky)

while the product moment 4, " of x4 and xg from doubly truncated IR distribution

is given using (1.10) by

x!

X

k-3 kz-J -0/1 —0Iy

(k, Ix;) n'492 ]
.ur.rn (r l)l(s r— 1)’(’1 S)'(U V) v

(e_a“, B V),-l (e_o/y’ et )'-'-‘ (U —e T-’ dydx (2.3)

2.1 Recurrence relations based on the non-truncated case
2.1.1. Single moments
Theorem 1
The single moment u*), k > 2, I <r <n-1 satisfies the following relation,

rn

p = [(n 2 -] 24)

/‘ikn) AI k-3 -rﬂlx (]—8-0“1 _’dx
0

n!
(r-Din-rt’
By using integration by parts. We have

where A4 =26-

u = [29(,, ’) I (k=32 o101 (] z)--(nndx

rn

- I _ b _ 2 p-r
_zgrj'x(u)zero/x (I_eo/x)' dx
0

26
Hin =2 M=l -r ]

2.1.2 Product moments

By using (2.2) and following the same technique used by Mohie El-Din et al. (1997),
it can be seen that the product moment u**? satisfies the following relation

rsn

Theorem 2
ForI1<r<n-2,k,>2 and k ,k, >0 we have

(kky) _

#r‘!+l‘,n - k 2

(k k;-2)

20 [ ptken(n— P D p it @.5)



Proo,
From (2.2) we have
146° = .
#5‘.‘1-:1) = n. 49 kal-S e-rﬂlx I(X) dx
- (r=Dis~r-Din-s)!;
where

I(x) = ka,—se-ely’ (e-ely‘ _e )"’" (l —e? )de
then, for s =r+1 in(2.7), we get

I(x) =°]yk,-3e-a/y‘ (l_e—a/y' )"’"dy
5 - 1,

where

I = -_,[y"’" (l e T_de

and

©

L= [yol-e )
By using integration by parts, we have

k-2

I, = ;:_2 (l—e"’”le T_H

L 26(n-r-1)

u]' y(kz—3)—2 e (l _e™t T"‘z &
k, -1

x

Similarly

,26(n-1)

]'y(k,-s)-ze-o/y’(] ~e S T""dy
k,~-2

x

(2.6)

X))

(2.8)

(2.10)

(2.11)

2.9

(2.10)



Substituting (2.9) and (2.10) into (2.8) we have

I(x)= _kl_I[_xk,-ze-am (l gt r-r—n

+28(n—r-— l)-j‘y(‘l's)‘ze‘mrz (l _e-my’ )‘"‘zdy

+20(n-r) [yt e (v dy] @11

Substituting (2.11) into (2.6), we have

why i 48
Horsin = 0 1) K, —2

o © ~ Ca _ . _ ) "
- (n—r—l)IIx“’ 3)y(k, 3) 2, a1y e relx’(l_e 4!y )n ldydx

¢ x

o o
\ k-3 k,-3-2_-8/y% _—r/x YN
—(n—r)jjx"y‘ e e (l—e ‘”’r dydx

0x
O eg-3y-2 R (l et )v—r—l dx:l
K
By simplifying the last equation we obtain the relation (2.5).

Result
For 1 <r<3<n-1, n-322, k2>2 and k;, ko >0 we have

wh = s A - s -t - ] @)

2.2 Recurrence relations based on the doubly truncated case

2.2.1 Single moments

From (2.1), we note that the single moment ,u“" k=0,1,2,...satisfies the following

relation
Theorem 3
For u <x(n<v and k>2 we have
2n6| U |4
) _ (k-2) _ (k-2) _ | (k-2) 213
/'ll,n k_z[U_Vﬂl,n—l U—Vv /‘lln :| ( )

where U and V are given by (1.6).



Proo
By putting r = 1 in (2.1), we have
2”0 y -3 -g/xt Py
(k) _ k-3 _-8/x _p-0lx
me = Ton vj-x e (U - [ ax (2.14)

From (1.5) to (1.8) and (2.16), we have

4O =2n8 f S1-GE) (G +V)

(2.15)
= 2n 0[1, +1,]
where
L:VL“W-Ggﬁﬂﬁ
and
L= ]’x"’G(x)[l -Gx)| " ax
0
By integration by parts, then we have
4 1 - )
_ 1- .
Lh=w-ni- 2{ S G ‘)I" g -G} dx] 2.16)
Similarly

ht5 [(" -0 [+ 25 - G e - - n [ 2 -Gl dx]- @.17)

Substituting (2.16) and (2.17) into (2.15) we obtain

2n8
*) _
Hin =75

-2 V U u 2 .
|:—-vl T +(n—-1)U_V ;[x g(x)[l—G(x)]" dx

- n]’x‘-zg(x)[l —G(x)]""dx] (2.18)

by simplifying (2.18) , relation (2.13) is proved.

2.2.2 Product moments

From (2.3) we can see that, the product moment g%

rsn

satisfies the follow
theorem.




Theorem 4
For I <r<n-2,k,> 2 and k;, k; > 0, we have
26 14 - R hom k-
000 = 20 o A == P = — o)
(2.19)
where U and V' are given by (1.6).

Prog,
Puts = r+1 in(2.3) we have

2 wu

(hykg) _ ! 4 ”‘xhl~3yt,—3e-a/y1e-a/x’
v

Hrritn = r-Dn-r-ntu -V

o vy v-e )" dyae (2.20)
or by using the definition of g(x) and G(x), equation (2.20) can be written as follows

v

'
Mo = (r_—l)-‘(_::——l—)‘ _[x" gIG@] " (0, (21

v

where
1= [ys -6 endy, (222)
from (1.8) and (2.22), we get

1(x) =26 [y -G [60n+V]dy
=26{1, + I,)
where A
U “ ky-3 _ n—r—~|
o r-eml e,

x

1=

and
L= [y* -Gl dy.

By using integration by parts, then we have

U 1
I, = —
(U-V) k, -2

xiz-Z [] _ G(x)]n~r~l

+n=r=0[y"gi- G(y)]""'za‘y} (2.23)



Similarly

I B T o -r
1"/:2-2[ 72— G

+(n-n) [y* gl -Gy (224)

From (2.24), (2.23), (2.22) and (2.21) we have

(k) _ n! . 28
Protn = G D m=-r=1) k-2

{Uli vV (n -r- ]) IIXH ykz -Zg(x)g(y)[G(x)]"l [1 _ G(x)]n—r-l dydx

(-0 sy g IGE] - Gl dyee

T LAt o) ) B

v

- ]x"""zg(x) Gl -G dx} (2.25)

v

Simplifying (2.25) we get (2.19) which prove Theorem (4).

3. CONCLUSION AND REMARKS

The recurrence relations for the single and product moments of order statistics are
established in both fruncated and non-truncated IR distributions. These relations may be
used to compute the single and product moments in a simple recursive manner for any

sample size. Also we have the following remarks:

I- Setting y = ' in (2.4), (2.5) and (2.15) we obtain the corresponding recurrence
relations for single and product moments of order statistics in the case of inverse
exponential distribution (Lin, Duran and Lewis, 1989).

2-1f v=10 and u = =, then (2.15) reduces to (2.4).

3-1f v=0 and u= oo, then (2.21) reduces to (2.5).
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